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Abstract

We use a Markov switching model to estimate a tualring Taylor-type rule for Indian
monetary policy conduct. This empirical approacbadssistent with statements of Indian
monetary policy decision-makers. We find that thaduct of monetary policy over
approximately the last two decades can be charaetieby two regimes, which we term *hawk’
and ‘dove.’ In the first of these, policy makinyeals a greater relative weight on checking
inflation vis-a-vis narrowing the output gap.
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1. Introduction

A major switch in the conduct of monetary policyshacurred in many nations over the
past two decades. Although taking different forths, switch has been towards more systematic
rules and less discretion in the conduct of mogepedicy. Some central banks have adopted
formal inflation targets (e.g. New Zealand and Sevgdwhile others have adopted systematic
rules thatde facto describe the behavior of the central bank’s opeganstrument response—
usually interbank interest rates — to inflation,tput gaps and the external environment.
Theoretical studies that derive optimal monetaryicgorules, and empirical studies that
investigate their use in practice, are now commaeglin the literature (e.g. Taylor, 1993;
Clarida, Gali, Gertler, 2000; Woodford, 2001). Tay{1993) formulated a policy rule by which
the U.S. Federal Reserve adjusts the policy ratesponse to past inflation and the output gap
(actual less potential output). He showed that tluke described Federal Reserve policy
performance quite well from 1987 to 1992. Using uadratic loss function for the welfare
objective of the central bank, Woodford (2001) pded a formal normative justification for
following a Taylor-type rule under certain condit®o Many studies subsequently applied and
developed this class of policy rule to examine lledavior of central banks in industrialized
countries (e.g., Clarida et al., 2000), and sevVieask been applied to emerging and developing

economies (e.g. Aizenman et al. 2008).

The objective of our paper is to investigate theurgaof monetary policy rules in an
increasingly important emerging market economy—dnséthat has undergone major domestic
and international financial development and der&guh over the past two decades. These
developments have changed the financial environraedtexternal constraints (e.g. balance of
payments, exchange rates and regime shifts) fatiagcentral bank (Reserve Bank of India,
RBI), and may have influenced its operating procesiueffective policy tradeoffs between
output-inflation-exchange rate stabilization, areh¢e its monetary policy rule. In particular,
monetary market deregulation took place in 198TorRo that time, the money market was
highly regulated and the interest rate was esdbnfiaed. Since 1987 there has been much
greater flexibility in money market rates, and ®BIl started using it as the primary operating

instrument of monetary policy. To this end, we istugate the monetary policy rule in India and



whether simple Taylor-like policy rules—perhaps rmfiag over time to account for the
economic environment — may be employed to systeaibtidescribe central bank actions. The
RBI describes its policy actions in terms of disiore, and states that a multitude of factors are
taken into consideration when deciding the coufsmanetary policy. The question is whether
the seemingly discretionary policy followed by tR81 may be empirically described by a

systemic rule that allows for occasional regimetchés.

Our paper contributes to this literature in two onajays. Firstly, we adopt a regime
switching model to an emerging market (India) aldimg lines of Hamilton (1989) to allow for
multiple changes over time in central bank prefeesnbetween “hawk” and “dove” monetary
regimes that in turn shift the central bank operagolicy rule. Previous work for emerging
markets has focused on a stable monetary poliey(oanstant coefficients) over time or perhaps
a discrete shift from one rule to another in linghwa change in the central bank leadership,
institutional change or political charfgeOur approach, by contrast, allows for an emerging
market central bank to operate in either of twdmeg, and switch from one regime to another
multiple times in response to changes in the ecamoonditions (e.g. inflation rate, output gap,
and the exchange rate). For example, at timesahtat bank may be primarily concerned with
inflation in a “hawk” regime—perhaps because inflatis viewed as the primary threat to
economic stability—while at other times the prim&ogus may be shifted to stimulating output
("dove” regime). These shifts may occur predictatier the business cycle or at other times,
not necessarily representing an institutional clkabgt simply a complex policy rule that
changes over time, shifting with a given probapilih response to an evolving economic

environment.

Our second contribution to the literature is thpligation of the regime switching model
to Indian monetary policy. Much like the US FeddRalserve, the Reserve Bank of India (RBI)
has seemingly responded to the state of the ecomom@y apparently discretionary and flexible
manner. A former Deputy Governor of the RBI dessdliltheir approach as follows, “Thus the
overall objective has had to be approached in =iblle and time variant manner with a

continuous rebalancing of priority between growth and price stability, depending on underlying

! Owyang and Ramey (2004), Assenmacher-Wesche (20@5Frommel et al. (2004) consider regime-switghin
models for monetary policy rules for advanced ecaies. No study of which we are aware applies regime
switching models to monetary policy rules in depéhg or emerging market economies.
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macroeconomic and financial conditions.” (MohanP@®; italics our own). The question is
whether the apparently discretionary and flexilgdpraach of the RBI can systematically and
empirically be described in practice by a Taylqeeayrule, albeit with the possibility of regime
switches. Based on description of the conduct afietery policy by RBI officials, India appears
to be a good candidate to be described by a regimiiehing model between hawk and dove

regimes.

No study of which we are aware has undertaken lthes of research for India. In
particular, we are aware of only two studies thatehinvestigated monetary policy rules for
India, none of which have considered regime switghiln particular, Mohanty and Klau (2005)
augment the Taylor rule to include changes in thal effective exchange rate. They use
guarterly data from 1995 to 2002 for thirteen ernmaygeconomies including India. They find
that for India, the estimated inflation coefficiestrelatively low whereas the output gap and real
exchange rate change are significant determindriteeshort-term interest rate. Virmani (2004)
estimates monetary policy reaction functions fag thdian economy, with the monetary base
(termed in the literature as the McCallum Rule) ameérest rate (Taylor Rule) as alternative
operating targets. He finds that a backward-looki#gCallum rule tracks the evolution of the
monetary base over the sample period (1992Q3-20Di€a40nably well, suggesting that RBI
acts as if it is targeting nominal income when agrishg monetary policy. In addition, neither of

these studies explores the Indian central banKisypnile beyond the early 2000s.

Over the past couple of decades, the Indian ecorf@ayundergone important structural
changes that would impact the RBI's monetary pohi@gking as well. For example, Shah (2008)
identifies five dimensions in which the Indian eoory has changed in fundamental ways: (1) a
shift toward a more conventional business cycltherathan agricultural shocks dominating
economic fluctuations; (2) much greater opennesther than an almost completely autarkic
situation; (3) major reform of a tax system thaswaarked by highly distortionary direct and
indirect taxes; (4) significant development of fic&al markets, rather than a situation of extreme
financial repression; (5) movement away from a aiobn where fiscal deficits were
automatically parked with public sector banks, asgvely monetized by the RBI. As has been
highlighted in debates about the timing of Indi@oremic reform (Panagariya, 2008), there was

no single “big bang” moment, especially with regpecthe evolution of the financial sector,



making it difficult to identify well-defined struatal breaks in the Indian economy. In effect, one
has to allow the data to speak for itself, in tngcthe impact of structural changes in the

economy.

The next section discusses the evolution of mowepalicy in India and related
literature. We summarize some of the major chanlastook place in this sphere. The third
section discusses the methodology and data. Weildesd/oodford’s version of the Taylor
Rule, and how we adapt Hamilton’s Markov switchingthod to the case of monetary policy
rules. We describe the data used (quarterly data f£987 to 2008), and procedures used to
derive potential output, in particular. The fouddction discusses the results: in particular, the
Markov switching model identifies two distinct reges, which we label ‘hawk’ and ‘dove.’ The
hawk regime occurs only early and late in the sanp@riod, and we discuss how to interpret
these two episodes, particularly the latter or@anf2002 to 2008. The fifth section concludes by

summarizing our results and interpretation.

2. Monetary Policy and Financial Liberalization in India

The Indian economy witnessed several structurah@gés over the sample period, as well
as changes in conduct of monetary policy. Someditzation of government controls on the
economy began in the 1980s, with the most relewdnasinge for our purposes being the
beginnings of freeing up of interest rates in the 11980s. Following a balance of payments
crisis in 1991, a deeper and more comprehensiviesserf liberalization and deregulation
measures were implemented with regard to the bgné@&ttor and financial markets. Between
1991 and 1997, lending rates of commercial banke weregulated, the issue of ad hoc treasury
bills was phased out (thereby eliminating autometonetization of the budget deficit), Statutory
Liquidity Ratio (SLR) and Cash Reserve Ratio (CR&gs were sharply reduced, and the RBI
reactivated the refinance rate or bank rate (wischow used as a signaling rate to reflect the
monetary policy stance). In 1994, India switcheeéraw a mainly market-determined exchange
rate system and instituted current account corbityi Over the 1990s, the exchange rate

depreciated substantially against the US dollantinaing a process that had begun in the 1980s.



The RBI targeted monetary growth between 1980 @B land from 1999 onwards
followed a multiple indicator approach. Starting1i98, the RBI undertook strong monetary
policy measures (increasing interest rates anddwatking liquidity by raising the CRR) to
combat concerns about excessive liquidity and dpgaun in the foreign exchange market. The
foreign exchange market was characterized by a degjnee of volatility following the onset of
the Asian financial crisis towards the end of 198\ beginning of 1998. These emergency

measures were gradually reversed once the thrdatldaed of the crisis spilling over to India.

The subsequent period, through the mid-2000s, $&wvRBI continuing to refine its
approach to macroeconomic management. With glatshldamestic inflation relatively low, the
RBI set a band for target inflation of 4-5%, whighs low by historical standards. It announced
an intention to bring the CRR down, and move awagnfusing the CRR as a policy instrument,
focusing on interest rates instead (this intenticas not realized, in practice). The RBI also
continued to slowly ease capital controls, with licgtions for the functioning of domestic
financial markets. Relaxations of capital contriolsluded easing of requirements for and caps
on foreign institutional investors (FlIs), streanitig of approval processes, and allowing Flls to
hedge exchange rate risk in currency forward markéthile domestic fixed income markets
continued to be thin (as opposed to vibrant stoahanges), especially for corporate bonds, a

market for government securities did develop is fferiod.

A significant development in this period was antitnional innovation by the RBI to
manage its own open-market operations. The newdutieh, termed the Liquidity Adjustment
Facility (LAF) was introduced on June 5, 2000, amkrates through repo and reverse repo
auctions, thereby setting a corridor for the shemnn interest rates, consistent with the policy
objectives. The LAF therefore finally gave the R explicit method for modulating short-term
liquidity under varied financial market conditionsy order to influence call money rates.
According to the RBI, the LAF has been operatedfilas a tool for liquidity management and
for interest rate signaling depending upon marl@tddions.” Furthermore, the method of
operation of the LAF has itself been evolving otiere, in addition to variations in response to
changing market conditions.

A final aspect of changing monetary management tvasncrease in capital inflows that

began in the last decade. Capital inflows, if uln&led, increase the domestic money supply,
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resulting in a looser monetary policy than woultestvise be the case. Capital inflows also put
pressure on the exchange rate to appreciate. THeeREaged in sterilization of inflows and
accumulation of foreign exchange reserves in ihig frame. In this period, therefore, the RBI
apparently had to deal with trilemma of maintainargindependent monetary policy in the face
of international capital flows and a desire to ngnéhe exchange rate. Accordingly, we will
address international factors and the implicatiohscreasing openness of the Indian economy

in our empirical analysis of monetary policy in iad

In any case, the take-away from this brief disausf financial liberalization and
changing policy perceptions in India over the lase or two decades is that it leads us to
believe that a regime switching Taylor rule woukd dppropriate for uncovering the underlying
preferences of the RBI's decision-makers. Even rgittee seemingly discretionary nature of
policy, as articulated in statements by the RBIrévealed preferences may be well captured by

a model of systematic, though time-varying, beh@alicesponses.

3. Methodology and Data

Methodology and Estimation

The Woodford (2001) version of the Taylor Rule &or open economy expresses the
policy instrument—the interbank interest rate—daraction of the output gap, inflation target,
the exchange rate and lagged interest rate. Wiistant coefficients, this policy rule may be

written as:
i =c+ay +pn +xhe +d , t¢g (1)

wherei; is the nominal interest ratej; is the year-on-year inflation rate (assuming astamt
inflation target so the target is subsumed in thestant term of the equation) ayds the output
gap at timet (deviation of actual output, measured as the imnofexdustrial production, from
potential output)g denotes the log of exchange rate anis the first difference operator. The

expected signs of the estimated coefficients are:3, xy and d > 0. The rule indicates a

relatively high interest rate when inflation is &boits target, when the output is above its

potential level, or when the exchange rate deprexid he lagged interest rate is introduced to
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capture the inertia in optimal monetary policy saecified by Woodford (2001). We use end of
period quarterly data for all variables for theiperl987Q1-2008Q4.

Equation (1) is the standard model for the estiomatf central bank policy functions. It
assumes that the policy response to economic Vesiab stable over time. Some authors allow
for a discrete shift in policy following a centradnk reform or other institutional change. Our
argument above, however, suggests that the ceh&mak’s preferences may change in a
systematic and predictable way such that therewitehes between periods when inflation is the
primary concern of policy (“Hawk” regime) and wh#re output gap is the primary concern of
policy (“Dove” regime). The distinction between Hawnd Dove regimes is common in the
literature (see Owyang and Ramey, 2004 and Assdmndesche, 2005, for recent
references). This implies that a regime switchingdei that allows the coefficients to shift
between two statess & 1, 2) would be a better representation of mogepadicy than the
alternative of one regime (constant coefficients)del. In this circumstance, our estimation

equation becomes:
t=CH+agyi+ ByTh+ YA€+ Olt-1+ & (2)

with S representing the state at time t, Be=1....k, wherek is the number of states. Since we
consider the switching to take place between 2st@Hawk” and “Dove” regimesk = 2 in our

case. In addition to switching the coefficients, aso allow the variance of the error term to

switch simultaneously between the stats;N(0,07%, ).

Markov Switching Models (MSM), originally motivatday Goldfeld and Quandt (1973),
have been popularized in business cycle and exeheatg analysis by Hamilton (1989) and
Engel and Hamilton (1990). In our case, the modela us to estimate how much weight the
RBI assigns to the relevant macroeconomic variablesvo different regimes. In a MSM,
switching between regimes does not occur detertigalyy but with a certain probability. In
general terms, the evolution of the discrete, uankel state-variabl& is serially dependent
upon S.1, So,...S, in which case the process is referred to as"aorder Markov switching

process.



As noted above, we assume a two-state, first ofMdarkov switching process for ,S
characterized by constant transition probabilipgs= Pr{S = m|S.1 = n}. In particular, let P

denote the 2 x 2 transition probability matrix éamr two-state Markov process such that:

P = |: pll p21:| (3)
plZ p22

The estimation procedure classifies each observasobelonging to either regime. The regimes
however, are not observed or specified ex-anteataiestimated from the data.

To estimate the model, we consider the joint distion ofi; and S conditional on past

information:
f,S [P = T, S, W) (S W) (4)

where W_, denotes information at timel and f (i, |S,¥,,) is the conditional normal density
function for the regimé& = m. The likelihood function we estimate is a weightaerage of the

density functions for the two regimes, the weidigsg the probability of each regime:
T 2

InL = Z'n{z £, 1S, %) Pr§ =m| ‘H_l)} ®)
t=1 =1

where the weighting terfr(S = m|W¥,_,)is the probability of being in each regime andlsoa
referred to as filtered probability. Givér(S_, =n|¥,_) , n = 1,2, at the beginning of timi¢he

weighting termsPr(S = m|W¥,_,) are calculated as:
2

Pr(§ =m|W) =2 Pr§ =m|S,=n)PrS,=n|¥,) 6)
n=1

wherePr(S =m|S_=n),m =1, 2;n=1, 2, are the transition probabilities (elemeitsatrix
P above). Oncél; is observed at the end of time t, the probabdlittee updated using the
iterative filter, as discussed in Kim and NelsoA99). The updated probabilities are calculated

as follows:



i IS =mW_)PrS =m|¥,_)

Pr§ =m[%)=—
2 f( IS =mW_)Pr(§ =m|¥_)

m=1

(7)

where f(i, |S =m,W¥,_,) is given by the probability density function oharmal distribution for
regimeS = m. Note that this is simply Bayesian updating of gnebabilities of being in each

state, given the information available then.

To start the filter at timé =1, we use the initial values obtained from anir@g; least
squares regression. Once the coefficients of theelrere estimated using an iterative maximum
likelihood procedure and the transition probalgiitare generated, we can use the algorithm in
Kim and Nelson (1999) to derive the filtered praobaés for S using all the information up to
timeti.e. Pr(§ =m|¥, ) wheret=1, 2, ...,T.2

Data

For the short-term policy rate, we use the overnggt/money market rate. The Indian
central bank (RBI) follows a multiple instrumentpapach to influence the call money rate. An
important issue, especially in India, is the measwnt of the output gap. Unlike advanced
countries, there are no official measures of paéemutput levels. Virmani (2004) compared
estimated potential GDP derived from an unobseoasdponents model with estimates derived
from a Hodrick-Prescott (HP) filter, and foundléttlifference. Accordingly we derive the output
gap using the HP filter for measuring trend outpndl taking the residual of the HP filter. To
measure output, we use the Index of Industrial &etion (IIPY. Year-on-year inflation is
measured using annual percentage change in theeg&ielPrice Index (WPI). The WPI is the
price level employed by the RBI to calculate “hé&aell inflation in India. All data are quarterly
and the overall sample period is 1987q1 to 2008%d. start our sample at 1987gl1 because
interest rate regulation essentially fixed the nyonearket rate prior to that time. With broad

2 The MSM model is estimated using the MS-Regressatdgackage for Markov Regime Switching Models,
developed by Marcelo Perlin (2009).

3 We also estimated output gap using real GDP (fré8%lonwards, conditional on data availability) dnel results
were found to be very similar.



changes in the financial system in the late 19&0secmoney market deregulation and at that

time it became the primary operating instrumerthefcentral bank.

Prior to estimation, several data issues were eatit (i) Analysis of linear plots and the
Hylleberg-Engle-Granger-Yoo test suggest that thertgrly 1IP series has multiplicative
seasonality. Hence it was de-seasonalized usingth& ARIMA procedure. (i) Unit root tests,
i.e. Augmented Dickey-Fuller, Phillips-Perron, BttrRothenberg-Stock and Kwiatkowski-
Phillips-Schmidt-Shin test results suggest thegmes of unit root in the exchange rate series in
levels, but the first difference of the series tatienary. Accordingly, the first difference of
nominal exchange rate was used. (iii) Durbin Wataod Breusch-Godfrey tests suggest the
presence of serial correlation and the Breusch+?@gak-Weisberg test shows the presence of
heteroskedasticity in error terms. Hence the OlL@essions have been run with the Newey-

West variance-covariance matrix, to correct fohkenitocorrelation and heteroskedasticity.

Finally, we discuss our treatment of the interag series. Some other studies have used
an average of the interest rate over the preceagliiagter (or whatever the length of the period),
presumably to capture the average policy stancéhdrperiod. However, this is not completely
logical, since it creates a dependent variable ithaartially determined prior to the right-hand
side observations. Using the end-of-quarter intenas avoids this inconsistency. However, for
200794 there was an extreme spike in the intest that was recognized at the time as
inadvertent, and not the result of a deliberateicgolaction. We have replaced this
unrepresentative outlier by the average of interags in the weeks before and after that

observation.

4. Empirical Results
Preliminaries

Figures 1-3 show the movements between the oggyuand inflation (Figure 1), interest
rate and inflation (Figure 2), and interest ratd antput gap (Figure 3) in India over the 1987q1
to 20084 period. Table 1 shows the correspondinglations between these series for the full
sample (1987-2008), early sample (1987-1995) ater lsample (1996-2008).
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Figure 1 does not show a distinct pattern betwlerotitput gap (right-hand-side scale)
and inflation (left-hand-side scale) during thel s&mple period (overall correlation = -0.02),
although a weak positive (and statistically sigrafit) correlation emerges in the latter period
(0.06). The “output-inflation tradeoff’ is not ckda evident in simple co-movements in these
variables, but the relationship may be masked lgirgety of real and financial disturbances to

the Indian economy as well as attributable to diviat monetary policy.

Figure 2 shows the evolution of the interest ratd aflation. The interest rate is the
overnight money market rate, represented on thet-Hgnd-side scale, and represents the
primary operating instrument of the RBI. Trend atibn has declined in India over the sample
period. Inflation averaged about 9 percent, witldevivariation (standard deviation of 2.9
percent), over the 1987 to 1995 period, and fedrtmund 5 percent during 1996-2007 as well as
being more stable (standard deviation of 2.1 peydenthe latter period. Inflation jumped in
mid-2008 in response to the world-wide food andrgyeprice boom, but declined to the
previous level by the end of 2008. Similarly, ietstrrates were at much higher average level and
more variable in the first sub-period compared with second sub-period. Lower levels and
more stability in inflation are associated with Enwand more stable interest rates. Beyond
simple averages, however, the figure also sugdbhatsthe money market interest rate moves
sluggishly in response to swings in the inflatiater especially in the latter sample period. This
suggests that the RBI, in setting interest rates, ¢enerally been slow to respond to inflation

movements, with an overall contemporaneous corelatf 0.35 for the full sample.

Figure 3 shows the output gap (left-hand-side) taedmoney market interest rate (right-
hand-side). Overall, swings in the output gap alle@ded by similar changes in the interest rates
(correlation 0.35) and this pattern is evidentathtthe early and latter sample periods. When the
output gap is negative, interest rates tend todfiadl vice versa. This correlation appears to be
particularly strong in the early period (correlati®.51), whereas in the latter period the pattern i
clearly evident during most cycles with two exceps, and this is confirmed by the decline in
the correlation coefficient after 1995. There agppears to be a range of (small) fluctuations in

the output gap that does not elicit an interest paficy response.

In sum, it appears that the RBI responds both ¢oatltput gap and inflation in setting

policy interest rates. Interestingly, the correlati for both series with money market interest
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rates are almost identical over the full samplegok(0.35) and both correlations decline after

1995, especially the contemporaneous linkage betweerest rates and inflation.

Constant Coefficient Estimates

The second column of Table 2 presents the estinedtequation (2) assuming constant
coefficients. The coefficients on the output gapflation and lagged interest rate are all
significant at the 1% level and have signs predidig theory—the RBI increases the policy
interest rate by 54 basis points in response toeaumit rise in the output gap (where positive
increases in the output gap represent a rise pubuelative to trend), and increases the policy
interest rate by 33 basis points in response t@@asis point rise in inflation. The lagged
interest rate coefficient of 0.40 suggests conaiderinertia in policy, so the long-run effects are
substantially greater than the impact effects {he.long-run effect on the interest rate of a unit
change in the output gap is 0.89 and of a 100 lpmsid increase in inflation is 0.55. The long-
run inflation-response of 0.55 is considerably ldss what Woodford (2001) finds theoretically

(greater than 1.0) would be necessary to staliieeconomy.

The coefficient on the exchange rate is positivepesdicted by theory—currency
depreciation, providing an impulse to future inflatvia the pass-through channel, is correlated
with a rise in the nominal interest rate. But ttogfficient is not statistically significant. Extex
considerations do not appear to be a significastbfanfluencing interest rate setting by the RBI.
It may be the case that controls on internationgital movements, despite some moves toward
relaxation and increased domestic integration wiheign financial markets (Hutchison,
Kendall, Pasricha and Singh, 2010), remain sufifityebinding to allow the RBI to essentially
follow a monetary policy independent of externahgiderations. It is also possible that the RBI
engaged in sterilization activities that neutradizee impact of international capital movements.

When we included changes in foreign exchange resem the estimating equation, its

* Taylor (1993) suggested that a policy rule witkfficients of 0.5 on the output gap and 0.5 orsitidin (from
target) was able to predict U.S. Federal Resenegdst rate policy responses. His formulation idekia base
inflation term on the right hand side, so thatihfiation coefficient is equivalent to a magnituolel.5 in the
Woodford (2001) specification, which is used hdiiee lagged interest rate term is not in the orilgiregylor
specification, but does not affect the comparisoceathe long run effect is computed.
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coefficient was significant, and of the right sfyiNevertheless, our estimation of the MSM

suggests leaving out this variable from considenatas we discuss later in the paper.

Markov Switching Model

The first column of Table 2 presents the regiméching model estimates. The output
gap (inflation) coefficient estimate for state 1denoted bya: ( £1) and state 2 is denoted by
a2 (B2). The coefficient on the (change in the) exchargje is given by and the lagged
interest rate coefficient by . The table also presents the probabily of staying in state 1
(state 2p22 ) if policy is already in state 1 (state 2). Unityinus this parameter gives the
probability of switching from state 1 (state 2)dtate 2 (state 1). The error variances of state 1
and state 2 are also presented, as are the expghottbn of staying state 1 and state 2 and the

total log likelihood.

The results show a sharp distinction between tates of RBI policy which lead to the
natural interpretation of a Hawk regime (statevien the focus is on inflation developments,
and a Dove regime (state 2), when the focus isherotitput gap. In particular, the output gap
coefficient is statistically insignificant and thdlation coefficient is highly significant in statl.
The RBI appears to almost entirely concentratendlation stabilization in the Hawk regime,
and little attention is focused on the output g&tate 2 coefficients are almost the opposite of
those in state 1 in terms of statistical signif@rnthe output gap is highly statistically sigrafit
and inflation is not statistically significant itase 2. Hence, the RBI appears to almost entirely
concentrate on stabilizing output (reducing thegpatigap) in the Dove regime. Consistent with
the constant coefficient estimates, the exchange daes not appear to be a significant

determinant of RBI policy.

The estimates in Table 2 also suggest considetiablitia of the regimes, where the
expected duration is very high, particularly foetBove regime. In fact, the probability of

staying in regime 2, the Dove regime, is greate38Pthan the probability of staying in regime 1

® To obtain that result, we had to omit the exchamage variable, which is also somewhat unsatisfgcto
® We also estimated regime switching models allovtiregcoefficient on the exchange rate to switchvben state 1
and state 2. These results proved to be unstatles\rer, and are not reported.
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(0.90), leading to a substantially higher expectexhtion for regime 2. Note that this inertia with
respect to regimes is different from the inertiptoged in the lagged interest rate term. The
MSM model estimate of this coefficient is now saogtally higher than in the constant
coefficients case, suggesting that the RBI's poliegponses to changing conditions may be
slow. The relative magnitude of the lagged interatg coefficient in the MSM model versus the
constant coefficients case is in line with intuitisince the latter estimates would tend to assign

regime switching effects to faster responses.

In looking at the coefficients of the MSM modeheocan see that the output gap and
inflation coefficients, whether or not they are rgfigant, are lower in magnitude than the
coefficients for the constant coefficient case.sTimeans that the estimated short-run responses
are lower once regime-switching is allowed for. Hwer, the long-run responses are higher in
the MSM model, because of the much larger coeffican the lagged interest rate term. In the
Dove regime, the long-run response to the outpgt iga2.09, versus 0.89 for the constant
coefficient estimates. In the Hawk regime, the loag response of the interest rate to a 100
basis point rise in the inflation rate is 1.26contrast to 0.55 for the constant coefficient model
This is an important difference, because the magdeiin the MSM estimates is greater than one,
the critical value for a stabilizing response tbation. Of course, the model also suggests that
this response is very slow to be fully realizedtéNalso that the best point estimate of the long-
run response is also greater than one for the Degene, even though the coefficient is not

precisely estimated in that case.

Returning to the behavior over time of the RBI,captured in the MSM model, the
estimated probability of RBI policy being in stateor state 2 (as calculated according to
equation (7) and its preceding auxiliary equatioashown in Figure 4. The probability of being
in the Hawk regime (state 1) is very high durin@ 289, but abruptly switches and stays (with
high probability) in the Dove regime (state 2) éor extended period during 1990-2002. The high
probability of the RBI operating in the Hawk regime-emerges during 2003-06, but again
switches back to (a high probability of) the Doegime during 2007-08.

Is the estimated pattern of Dove and Hawk regimétckes consistent with our
understanding of economic developments and RBlIcpatiuring this period of time? lis

impossible to give a completely definitive answance there were many changes in policy
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framework, policy-makers, and the overall economitvironment, over this entire period.
However, the premise of the MSM model is thatlbwa the data to reveal how all these factors

may have combined to yield particular overall ppbtances at different times.

One way of approaching this issue is to graph tfubability of being in the Hawk
regime with inflation (Figure 5), and the probatyilof being in a Dove regime with the output
gap (Figure 6). We would expect the probabilitytieé Hawk (Dove) regime to rise with an
increase (decrease) in the rate of inflation (oug@yp). Turning to Figure 5, the two large jumps
in the probability (and then staying in the statEjhe Hawk regime (early 1987 and late 2002)
are indeed associated with upward swings in imftatiThe presumed negative link between
Dove probability and the output gap is more diffi¢a ascertain (Figure 6), perhaps because this
state dominated the sample period. During mosthed period a negative relationship is
discernable, but with two major exceptions of whaste is late 2006 when the output gap rose

quite substantially (temporarily) and coincidedhat switch to the Dove regime.

The joint behavior of the output gap and the inflatrate may also be responsible for the
fact that, although our model identifies 2003-06aaglikely) period of a Hawk regime, the
interest rate does not seem to be particularly bigdr that period. One possible story we can tell
is that, while the inflation rate was picking upadling to the move to a more ‘hawkish’ stance,
the output gap was such that this did not transtatea large interest rate response. The inertia
in response within either regime, discussed earfimy also be a factor in reconciling the

behavior of the various individual variables, ahd model’'s identification of regimes.

We close with a brief discussion of external efeagain. We have noted (footnote 6)
that allowing for regime switching in the case loé £xchange rate led to unstable results. Nor is
the exchange rate coefficient significant in theN8odel. When we replaced the (change in
the) exchange rate by the change in reservesattex toefficient is significant, but the MSM
model is poorly estimated. This includes the léglihood, the standard errors, the probabilities
in the Markov matrix (3), and the regime duratiokkence, we are not able to accept those
estimates as useful or believable. Our conclugiwmrefore, is that, at least for the period under
examination, the trilemma does not seem to be amwajncern for the RBI in its conduct of
monetary policy, and external factors take a bakt 0 a more traditional focus on balancing

concerns about the levels of inflation and of exnomic activity.
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5. Conclusion

This paper investigates the conduct of monetarjcpaoh India by estimating policy rules
that may switch over time depending on the econceniironment. Our primary question is
whether Indian monetary policy, usually describgdRBI policymakers as highly discretionary,
may in fact be described by simple policy ruledhas been the case for many central banks. Our
methodological approach is estimation of Tayloretyh993) rules along the lines of Woodford
(2001), but allowing for switches in the preferemoé the central bank over time using a regime

switching model (Hamilton, 1989).

Overall, our results suggest that the RBI policyyrba characterized by Hawk and Dove
regimes over the 1987-2008 period. The Dove regppears to dominate, however, with the
estimates suggesting that there was a high protyabfl being in a Dove regime (at least 50
percent likelihood) about 72 percent of time. Ma&p the model estimates suggest that the RBI
focuses almost exclusively on the output gap dutiregDove regime, with almost no attention to
inflation in this state. Hence, the output gap appé¢he primary concern of the RBI during most
of the sample with only occasional systematic foonshe inflation raté.Moreover, we found
no evidence that external considerations, repredemere by movements in the exchange rate,
systemically influenced RBI policy. Capital consppolicy responses such as sterilization, and
other impediments to financial integration haveapptly insulated RBI policy to a high degree

from constraints imposed by external balance canatns.

Finally, another possible interpretation of thessuits is that the RBI is following a very
discretionary monetary policy in which the outpupgis usually very important, but is
complemented by a host of other economic consideatinflation and external considerations
may indeed enter their policy calculus upon ocaasiot not in a systematic way that may be

easily measured using Taylor-type mechanical rules.

" We may temper this a little by noting that theqp@stimate of the inflation coefficient in the Qoregime is not
low, just imprecisely estimated.
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Table1: Correlations

1987q1-2008q4

1987q1-1995q4

1996(1-2008q4

Output gap-Inflation | -0.0246 -0.0373 0.0625
Output gap-Interest | 0.3541*** 0.5140*** 0.3525**
rate

Inflation-I nterest 0.3530*** 0.2821* 0.0329

rate

Note: *** (**) (*) denotes significance at the 1%% and 10% level, respectively.

Table 2: Regime Switching and Constant Coefficients Models (1987g1-2008g4)

Parameters Switching-Coefficients Constant-Coeffits
a1 0.1147 0.5394***
(0.1141) (0.1858)
Q> 0.3883***
(0.0577)
Jigt 0.2346** 0.3298***
(0.1021) (0.1047)
L2 0.2325
(0.1502)
X -1.7004 3.1329
(4.3896) (12.5261)
bo) 0.8144 *** 0.3961**
(0.1023) (0.0950)
p11 0.90
p22 0.98
o4 0.1781***
(0.0485)
g% 20.0594***
(1.6616)
Constant 0.0000 3.441 1%
(0.0005) (0.8300)
Expected Duration Regime 1 10.43
Expected Duration Regime 2 44.23
Final Log Likelihood -222.0993 Adj. R Squared: 0426

Note: Standard errors in parentheses; *** p<0.01p<0.05, * p<0.1
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Figure 1: Output Gap and Inflation (WPI)
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Figure 2: Interest Rate and Inflation (WPI)
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Figure 3: Interest Rate and the Output Gap
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Figure 4: Estimated Regime Probabilities, Hawk Regime (state 1) and Dove Regime (state 2)
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Figure5: Probabilities of Hawk Regime (state 1) and I nflation Rate
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Figure 6: Probabilities of Dove Regime (State 2) and Output Gap
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